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ABSTRACT

The objective of this study is to identify the factor that effect the student loyalty towards residential college. Students who live in residential colleges at UTHM are the subject of this study. Students are stratified according to their residential college and then random sample was chosen. The dependent variable is student loyalty towards residential college, while the independent variables are facilities, management and staff performance. The causal relationships were established by structural equation modelling (SEM) method using SPSS and AMOS statistical software. It is shows that facilities, management and staff performance have significant and direct effect toward student loyalty.
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1. INTRODUCTION

Residential college may be used to refer to an institution that houses its student on-campus. The term residential college also may be used interchangeably with terms such as living-learning center, and residential learning community [1]. Student loyalty is one of the major goals of educational institutions. A loyal student population is a source of competitive advantage with outcomes such as positive word of mouth communication, retention and repeat. The creation and the delivery of superior value become important in creating a sustainable advantage in the highly competitive international education market [31]. Service quality, as a key performance measure for excellence in education and is a major strategic variable for universities as service providers [13], with enduring effects on the institution and the students it serves. Performance measurement is so critical for all organizations, and educational institutions are no exception. With the competitive costs of education across the globe, there are increasing levels of scrutiny by students, parents and prospective employers of the value delivered by the educational institutes [53].

Research on staff or employees’ loyalty has been conducted in services sector to investigate a relationship marketing perspective such as in life insurance [10] and [36], banking [43] and [50], utilities [39]; restaurants [20], and airlines [4] and [41]. Loyalty is also important in any business. Customer loyalty helps in building satisfaction and trust toward our service and products. When customers are loyal to our business, there will be an assurance that these customers will patronize our products, thus increasing our sale and avoiding bankruptcy.

Meanwhile, although many authors support the ideas that higher education institutions can be considered as service organizations [12],[25],[31],[32] and [55], a relational approach has only recently been applied to this specific field of services marketing. [40] studied service quality at hypermarket in India and found that there is a significant positive effect on service quality of the hyper markets to customer behavioural intention and conclude that service quality highly influences customer behavioural intention and purchase preference.

[21] studied on the relations between higher education institutions and their students have focused on adapting Morgan and Hunt’s commitment-trust theory to an educational context. Meanwhile, research done by [26],[35] and [28] are focused on the student satisfaction construct and the marketing tools necessary for increasing student satisfaction, and on the optimization of the design of a university’s internet presence from a relationship marketing perspective.

The customer loyalty is manifested in different ways including a commitment to re buy or patronizes a preferred product or service [38],[44] and [11]. Student loyalty has both short term and long term impact on the educational institution. Research done by [45] found that loyal students are influencing teaching quality positively through active participation and a committed behavior. Probably they are good advocates, recommending the institution to others. Besides, a growing number of former students are returning to higher educational institutions in order to update their knowledge [34]. Student satisfaction is supposed to be positively related to student loyalty [2], [47] and [33] and it is seen as a potential antecedent of customer loyalty [14],[37] and [46].

Research done by [31], [56] and [19] showed that customer loyalty is supposed to be positively related to customer satisfaction and to the performance of a business unit. This link between customer satisfaction and the performance or profitability of a business unit forms the cornerstone of the marketing concept [17].

There are seven residential colleges provided by University Tun Hussein Onn Malaysia (UTHM), under Pusat Perumahan dan Pengangkutan (P2P) which are Residential College of Tun Syed
Structural Equation Modeling (SEM) is an alternative method for testing our understanding of complex relationships in social sciences. SEM is a collection of procedures that tests hypothesized relationships among observed variables ([7][15][48]. Complex interactions are first translated into a network of directional paths linking variables and are then evaluated against multivariate data [7]. These paths postulate direct and indirect effects among components, as well as spurious associations between variables that may be attributable to common causes. A direct effect describes direct regulation of a response or effect variable by a causal variable, while an indirect effect implies that the regulation is mediated through other variables. Hence, SEM is often related to causal modeling [27]. It is philosophically a confirmatory data analysis, but its application extends to testing alternative a priori models or to model building (Jöreskog, 1993), and can therefore be regarded as blending confirmatory and exploratory analyses [29]. The key to successful SEM rests on the competence of a researcher to posit initial cause-and-effect models drawing from accumulated knowledge, prior experience, and published results.

2.2 Model Estimation

The structural equation model framework can be summarized into three matrix equations, two for the measurement model component and one for the path model component [7][29]. For the measurement model component,

\[
\begin{align*}
  x &= \Lambda \xi + \delta \\
  y &= \Lambda \eta + \epsilon
\end{align*}
\]  

(1)  

(2)

where \( x \) is a \( p \times 1 \) vector of observed exogenous variables, and it is a linear function of a \( j \times 1 \) vector of exogenous latent variables \( \xi \) and a \( p \times 1 \) vector of measurement error \( \delta \). \( \Lambda \) is a \( p \times j \) matrix of factor loadings relating \( x \) to \( \xi \). Similarly, \( y \) is a \( q \times 1 \) vector of observed endogenous variables, \( \eta \) is a \( k \times 1 \) vector of endogenous latent variables, \( e \) is a \( q \times 1 \) vector of measurement error for the endogenous variables, and \( \Lambda \) is a \( q \times k \) matrix of factor loadings relating \( y \) to \( \eta \). Associated with equation (1) and equation (2), respectively, are two variance-covariance matrices, \( \Theta_\delta \) and \( \Theta_\epsilon \). The matrix \( \Theta_\delta \) is a \( p \times p \) matrix of variances and covariances among measurement errors \( \delta \), and \( \Theta_\epsilon \) is a \( q \times q \) matrix of variances and covariances among measurement errors, \( e \). The path model component as relationships among latent variables and can be written as:

\[
\eta = B\eta + \Gamma \xi + \zeta
\]  

(3)

where \( B \) is a \( k \times k \) matrix of path coefficients describing the relationships among endogenous latent variables, \( \Gamma \) is a \( k \times j \) matrix of path coefficients describing the linear effects of exogenous variables on endogenous variables, and \( \zeta \) is a \( k \times 1 \) vector of errors of endogenous variables. Associated with equation (3) are two variance-covariance matrices: \( \Phi \) is a \( j \times j \) variance-covariance matrix of latent exogenous variables, and \( \Psi \) is a \( k \times k \) matrix of covariances among errors of endogenous variables.

SEM has been typically implemented through covariance structure modeling where the variance-covariance matrix is the basic statistic for modeling. Model fitting is based on a fitting function that minimizes the difference between the model-implied variance-covariance matrix \( \Sigma \) and the observed variance-covariance matrix \( S \),

\[
\min f(\Sigma, S)
\]  

(4)

where \( S \) is estimated from observed data, \( \Sigma \) is predicted from the causal and noncausal associations specified in the model, and
\( f(\Sigma, S) \) is a generic function of the difference \( \Sigma \) between and \( S \) based on an estimation method that follows. As [49] concisely stated, causation implies correlation; that is, if there is a causal relationship between two variables, there must exist a systematic relationship between them.

Hence, by specifying a set of theoretical causal paths, one can reconstruct the model-implied variance-covariance matrix \( \Sigma \) from total effects and unanalyzed associations. [7] outlined a step-by-step formulation under the mathematical framework, specifying the following mathematical equation for \( \Sigma \):

\[
\Sigma = \begin{bmatrix}
\Lambda_x \Lambda_y \Gamma \Phi \Gamma + \Psi & \Lambda_x \Lambda_y \Gamma + \Theta_x \\
\Lambda_x \Phi \Gamma \Lambda_y' & \Lambda_y + \Theta_y
\end{bmatrix}
\]

(5)

where \( \Lambda = (I - B)^{-1} \). Note that in equation (5) the derivation of \( \Sigma \) does not involve the observed and latent exogenous and endogenous variables (i.e. \( x, y, \xi \) and \( \eta \)).

Maximum likelihood (ML) is most popular method in SEM for estimating parameters. In ML, the algorithm iteratively searches for a set of parameter values that minimizes the deviations between elements of \( S \) and \( \Sigma \) [16]. This minimization is accomplished by deriving a fitting function, \( f(\Sigma, S) \) based on the logarithm of a likelihood ratio, where the ratio is the likelihood of a given fitted model to the likelihood of a perfectly fitting model. The maximum likelihood procedure requires the endogenous variables to follow a multivariate normal distribution, and \( S \) to follow a Wishart distribution. [18] described the steps in the derivation and expressed the fitting function \( F_{ml} \) as

\[
F_{ml} = \log |\Sigma| + \text{trace}(SS^{-1}) - \log |S| - \text{trace}(SS^{-1})
\]

(6)

where \( \text{trace}(\cdot) \) refers to the trace of a matrix \( \Sigma \) and \( S \) are defined as above. Proper application of equation (6) also requires that observations are independently and identically distributed and that matrices \( \Sigma \) and \( S \) are positive definite [18]. After minimizing equation (6) through an iterative process of parameter estimation, the final results are the estimated variance-covariance matrices and path coefficients for the specified model.

2.3 Model Assessment

[48] and [30] provided a comprehensive listing of indices and criteria to assess model fit, but four basic fit statistics are summarized here. The goal of model assessment is to test the causal implications of a model [49]. The first is the overall model chi-square test based on a test statistic that is a function of the mentioned fitting function \( F_{ml} \) in equation (6) as follows:

\[
\chi^2 = (n - 1)F_{ml}
\]

(7)

where \( n \) is sample size and \( \chi^2 \) follows a chi-square distribution with degree of freedom \( df \), as defined above. Subsequently, a \( p \) value is estimated and evaluated against a significance level.

The chi-square test is only applicable for an overidentified model, that is, when \( df > 0 \). A just-identified model \( (df = 0) \), for example, a path model representation of a multiple regression, does not have the required degrees of freedom for model testing [49]. The null hypothesis associated with the test is that there is no difference between model estimates and the data, and the alternative hypothesis is otherwise. Therefore, failure to reject the null hypothesis is the ultimate objective of the modeling process.

Although it may seem to be contrary to the intent of common hypothesis testing in ANOVA, this approach is consistent with the accept-support context where the null hypothesis represents a researcher’s belief [51]. Nonetheless, as with common hypothesis testing, failure to reject the fitted model does not prove the specified causal relationships in the model. One should be particularly aware of existing equivalent models, that is, models that have different hypothesized causal relationships but fit the data equally well.

The second fit statistic to consider is the Root Mean Square Error of Approximation (RMSEA), which is parsimony-adjusted index that accounts for model complexity. The index approximates a noncentral chi-square distribution with the estimated noncentrality parameter as:

\[
\delta_v = \max (\chi^2_v - df_{v,0})
\]

(8)

where \( \chi^2_v \) is computed from equation (7) and \( df \) is defined above. The magnitude of \( \delta_v \) reflects the degree of misspecification of the fitted model. The RMSEA is then defined as:

\[
\text{RMSEA} = \sqrt{\frac{\delta_v}{\text{df}_{v(n-1)}}}
\]

(9)

Thus, RMSEA measures the degree of misspecification per model degree of freedom, adjusted for sample size. RMSEA also reflects the view that the fitted model is an approximation of reality, so that RMSEA measures the error of approximation [42]. [8] suggested that RMSEA \( \leq 0.05 \) indicates a close approximation or fit, a value between 0.05 and 0.08 indicates a reasonable approximation, and a value \( \geq 0.1 \) suggests a poor fit.

The CFI is that performs well even when sample size is small [52]. This index was first introduced by [5] and subsequently included as part of the fit indices in his EQS program [29]. This statistic assumes that all latent variables are uncorrelated (null/independence model) and compares the sample covariance matrix with this null model. The values for this statistic range between 0.0 and 1.0 with values closer to 1.0 indicating good fit. From this, a value of CFI \( \geq 0.95 \) is presently recognised as indicative of good fit [5][22].
A problem with the Bentler-Bonett index is that there is no penalty for adding parameters. The Tucker-Lewis index (TLI), another incremental fit index, does have such a penalty. Let \( \chi^2/df \) be the ratio of chi square to its degrees of freedom, and the TLI is computed as follows:

\[
\frac{\chi^2}{df_{\text{null model}}} - \frac{\chi^2}{df_{\text{proposed model}}} - \frac{df_{\text{null model}} \chi^2}{df_{\text{proposed model}}}
\]

If the index is greater than one, it is set at one. It is interpreted as the Bentler-Bonett index. Note that for a given model, a lower chi square to \( df \) ratio (as long as it is not less than one) implies a better fitting model.

The Goodness of Fit Index (GFI) is a measure of relative amount of variances and covariances jointly accounted for by the model, and it is defined as [23]

\[
GFI = 1 - \frac{\text{trace}((\mathbf{S} - \mathbf{u})^2)}{\text{trace}(\mathbf{S}^2)}
\]

(10)

where \( \mathbf{I} \) is identity matrix. GFI ranged from 0 to 1.0 with 1.0 indicating the best fit.

In general, statistical tests for the overall model fit and \( p \) values of parameter estimates are less important in SEM than in univariate regression models. One reason is that all parameters are simultaneously estimated in SEM, so the significance of a parameter estimate should be viewed in the context of the whole model. Second, the confirmatory aspect of the model is weakened if model modification is based on the significance of estimates rather than the theory behind the model structure. Finally, SEM is still a large-sample technique, and hypothesis testing is generally affected by sample size, especially the chi-square test and to a lesser extent RMSEA, CFI, TLI and GFI.

3. RESULTS AND DISCUSSION

3.1 Descriptive Statistic

The mean and standard deviation values for all items facilities, management and staff performance and student loyalty are shown Appendix 1. The minimum and maximum student satisfaction towards facilities provided by residential college is bus services (4.28) and cleaning supervision’s (6.24). Student satisfaction towards Management and Staff Performance at residential college is between 6.11 to 6.33. The lowest mean is for item the staff hired are friendly, whereas the number of staff hired are enough item has the highest mean. The mean values for student loyalty is between 5.13 to 7.36. The lowest mean is for item affordable fee, whereas the students feel more safety to stay at residential college item has the highest mean. Skewness analysis is performan to ensure the data used follow the normality assumption. Appendix 2 indicated that all skewness value is between -1.0 and 1.0 and we can conclude that normally assumption is meet and further analysis can be done.

The Barlett’s Test of Sphericity for facilities, management and staff performance, and student loyalty are significant. The Kaiser-Meyer-Olkin (KMO) values for facilities, management and staff performance, and student loyalty are 0.889, 0.904, and 0.892 respectively. The Cronbach’s alpha values for facilities, management and staff performance, and student loyalty are 0.934, 0.979 and 0.899 respectively and it’s shows that all items under that particular component provide a reliable measure of internal consistency.

3.2 The Confirmatory Factor Analysis (CFA)

(i) CFA for Facilities

Figure 1 (a) and (b) shows the factor loading for each items and the fitness indexes for Facilities latent exogenous variable. There are two items (F8 and F11) had factor loading less than 0.60 and fitness indexes in (a) shows the measurement model is insignificance due to some items have low factor loading and the errors are correlated. Thus, the respective items should be delete and also setting the another items to be “free parameter estimates” [54], Figure 1 (b) shows that the items F7, F8, F9, and F11 from construct Facilities were deleted. After re-specified, all factors loading are above 0.6 and the RMSEA value is 0.077.

The next step is to examine the redundant items in the model through the Modification Index (MI). Analysis shows that item F1, F2 and F3, F5 and F6, F6 and F10. are redundant due to highly correlated in the measurement errors. Item e7 and e9, e2 and e6, e6 and e7 was eliminated and re-specify the measurement model by setting the correlated pair as “free parameter estimate”.

\[
\text{Appendix 2}
\]
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(ii) CFA for management and staff performance

Figure 2 (a) and (b) shows the factor loading for each items and fitness indexes factor management and staff performance exogenous latent variable. All factor loading is above 0.60 as shown in Figure 2 (a), but the fitness indexes are insignificance. Modification Index (MI) can be used to examined the redundancy in the items through correlation coefficient between the errors. It is found that, item M1 and M2 are redundant with M4 and the model was re-specify by setting the correlated pair as “free parameter estimate”. It resulted that the fitness indexes are significance as shown in Figure 2 (b).

(iii) CFA for student loyalty

The factor loading values for each items and fitness indexes are shown in Figure 3 (a) and (b). The fitness indexes are not significance due to correlated errors occur when two or more items are redundant and item L8 was dropped from the model because of low factor loading. Thus, the respective items have to be deleted and also setting the another items to be “free parameter estimates”. The re-specified model indicated that the RMSEA value is 0.084.
3.4 The Measurement Model

Figure 4 shows the weight estimate of Facilities is 0.20, and for Management and Staff Performance is 0.58. The value of $R^2$ is 0.49, which indicate the contribution of construct facilities and construct management in estimating student loyalty is about 49%.

The values of model performance indicator such as RMSEA = 0.092, CFI = 0.970, TLI = 0.955 and Chisq/df = 4.094 and indicate that all indicators are significance and acheived the model criterions. Analysis shown that item F2, F3 and F5 are gives significance contribution to facilities, M3, M4 and M5 are gives significance contribution to management and L1, L2, L5 and L6 are gives significance contribution to loyalty. Analysis for individual regression weight was done and the result shows that each item indicate highly significant where the p-value is less than 0.0001.

The structural equation model can be written as:

Student loyalty = 0.20*(Facilities) + 0.58*(Management and staff performance)

Figure 4: The coefficients of SEM for student loyalty toward residential college
4. CONCLUSION

The results indicated that facilities provided by residential college, and the management and staff performance have a significant and direct effect on student loyalty toward residential college. The value of $R^2$ is 0.49, which indicate the contribution of construct facilities and management in estimating student loyalty is 49 percent. The authorities who manage the residential college should upgrade their facilities such as restroom, reading room and laboratory. The staff hired should be enough, more helpful and readily available to provide services in order to provide comfortable and create conducive environment for student life in campus.
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Appendix 1

Descriptive statistic for facilities, management and staff performance and student loyalty

<table>
<thead>
<tr>
<th>Part A: Facilities</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfortable cafeteria</td>
<td>5.22</td>
<td>2.833</td>
</tr>
<tr>
<td>Comfortable restroom</td>
<td>5.65</td>
<td>2.772</td>
</tr>
<tr>
<td>Comfortable reading room</td>
<td>5.56</td>
<td>2.717</td>
</tr>
<tr>
<td>Comfortable student activity room</td>
<td>5.36</td>
<td>2.773</td>
</tr>
<tr>
<td>Comfortable computer laboratory</td>
<td>5.41</td>
<td>2.897</td>
</tr>
<tr>
<td>The implementation of development and maintenance of the facilities</td>
<td>5.58</td>
<td>2.739</td>
</tr>
<tr>
<td>Cafeteria services</td>
<td>5.36</td>
<td>2.729</td>
</tr>
<tr>
<td>High speed internet access or Wi-Fi</td>
<td>4.41</td>
<td>2.618</td>
</tr>
<tr>
<td>Cleaning supervision</td>
<td>6.24</td>
<td>2.673</td>
</tr>
<tr>
<td>Student development program</td>
<td>5.77</td>
<td>2.798</td>
</tr>
<tr>
<td>Bus services</td>
<td>4.28</td>
<td>2.564</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part B: Management and Staff Performance</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The staff hired are friendly</td>
<td>6.11</td>
<td>2.723</td>
</tr>
<tr>
<td>The staff are knowledgeable</td>
<td>6.32</td>
<td>2.664</td>
</tr>
<tr>
<td>The staff hired are helpful</td>
<td>6.28</td>
<td>2.640</td>
</tr>
<tr>
<td>The numbers of staff hired are enough</td>
<td>6.33</td>
<td>2.630</td>
</tr>
<tr>
<td>The staff are readily available to provide service</td>
<td>6.13</td>
<td>2.787</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part C: Student Loyalty</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I will suggest my friends to stay at residential college</td>
<td>5.22</td>
<td>3.266</td>
</tr>
<tr>
<td>I am able to live with or near my friends</td>
<td>6.46</td>
<td>2.908</td>
</tr>
<tr>
<td>I am able to study where I live</td>
<td>6.71</td>
<td>2.998</td>
</tr>
<tr>
<td>Location close to campus</td>
<td>6.98</td>
<td>2.663</td>
</tr>
<tr>
<td>Privacy</td>
<td>6.32</td>
<td>2.882</td>
</tr>
<tr>
<td>I satisfied with visitation restriction and rule</td>
<td>6.03</td>
<td>3.081</td>
</tr>
<tr>
<td>I feel more safety to stay at residential college</td>
<td>7.36</td>
<td>2.785</td>
</tr>
<tr>
<td>Affordable fee</td>
<td>5.13</td>
<td>3.007</td>
</tr>
</tbody>
</table>
Appendix 2

The assessment of normality for the data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facilities</td>
<td></td>
</tr>
<tr>
<td>F1 Comfortable cafeteria</td>
<td>0.071</td>
</tr>
<tr>
<td>F2 Comfortable restroom</td>
<td>-0.167</td>
</tr>
<tr>
<td>F3 Comfortable reading room</td>
<td>-0.103</td>
</tr>
<tr>
<td>F4 Comfortable student activity room</td>
<td>0.017</td>
</tr>
<tr>
<td>F5 Comfortable computer laboratory</td>
<td>0.100</td>
</tr>
<tr>
<td>F6 The implementation of development and maintenance of the facilities</td>
<td>-0.229</td>
</tr>
<tr>
<td>F7 Cafeteria services</td>
<td>-0.187</td>
</tr>
<tr>
<td>F8 High speed internet access or Wi-Fi</td>
<td>0.198</td>
</tr>
<tr>
<td>F9 Cleaning supervision</td>
<td>-0.598</td>
</tr>
<tr>
<td>F10 Student development program</td>
<td>-0.142</td>
</tr>
<tr>
<td>F11 Bus services</td>
<td>0.314</td>
</tr>
<tr>
<td>Managements and Staff Performance</td>
<td></td>
</tr>
<tr>
<td>M1 The staffs hired are friendly</td>
<td>-0.373</td>
</tr>
<tr>
<td>M2 The staffs are knowledgeable</td>
<td>-0.498</td>
</tr>
<tr>
<td>M3 The staffs hired are helpful</td>
<td>-0.492</td>
</tr>
<tr>
<td>M4 The numbers of staff hired are enough</td>
<td>-0.335</td>
</tr>
<tr>
<td>M5 The staffs are readily available to provide service</td>
<td>-0.308</td>
</tr>
<tr>
<td>Student Loyalty</td>
<td></td>
</tr>
<tr>
<td>L1 I will suggest my friends to stay at residential college</td>
<td>0.056</td>
</tr>
<tr>
<td>L2 I am able to live with or near my friends</td>
<td>-0.558</td>
</tr>
<tr>
<td>L3 I am able to study where I live</td>
<td>-0.683</td>
</tr>
<tr>
<td>L4 Location close to campus</td>
<td>-0.621</td>
</tr>
<tr>
<td>L5 Privacy</td>
<td>-0.495</td>
</tr>
<tr>
<td>L6 I satisfied with visitation restriction and rule</td>
<td>-0.394</td>
</tr>
<tr>
<td>L7 I feel more safety to stay at residential college</td>
<td>-0.952</td>
</tr>
<tr>
<td>L8 Affordable fee</td>
<td>0.082</td>
</tr>
</tbody>
</table>